Analyse syntaxique par CKY probabiliste
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# Qu'est-ce que l'algorithme CYK ?

## CYK classique

Notre projet consiste en l’implémentation de l’algorithme CYK probabilisé.

L’algorithme CYK tire son nom des trois individus qui l’on trouvé, Cocke, Younger et Kasami. Il s’agit d’un algorithme tabulaire d’analyse syntaxique ascendante pour les grammaires non-contextuelles. Celui-ci permet de déterminer si un mot est reconnu ou non par une grammaire, si oui, il fournit également un arbre syntaxique.

Cet algorithme demande à ce que la grammaire soit en forme normale de Chomsky. Le temps de calcul de l’algorithme est proportionnel à la taille de la grammaire et à la taille du mot à analyser.

Voici un exemple. Nous disposons d’une grammaire en forme normale de Chomsky :

S -> SN SV

SN -> D N

SV -> V SN

V -> mange

D -> la | une

N -> fille | pomme

{S, SN, SV, V, N, D} est l’ensemble des non-terminaux et {mange, la, une, fille, pomme} est l’ensemble des terminaux, c’est-à-dire nos lettres.

Nous disposons également d’un mot à parser : « la fille mange une pomme ».

Avec l’algorithme CYK, on obtiendra :

A REMPLIR AVEC LA MEME STRATEGIE QUE L’ALGO DE KORANTIN

|  |  |  |  |  |
| --- | --- | --- | --- | --- |
|  |  |  |  |  |
|  |  |  |  |  |
|  |  |  |  |  |
|  |  |  |  |  |
|  |  |  |  |  |
| La | Fille | Mange | Une | Pomme |

## CYK probabiliste

Notre objectif était d’implémenter la version probabiliste de l’algorithme présentée précédemment.

Cette version probabiliste est intéressante car elle permet de choisir le ou les meilleures analyses syntaxique (et arbres syntaxiques). En effet, lorsqu’on remplit la demi-matrice avec une grammaire un peu plus complexe que le petit exemple vu précédemment, on a souvent des cases que l’on peut remplir avec plusieurs règles différentes. Or chaque règles finira par engendrer des analyses et des arbres parfois très différents les uns des autres. Avec la version probabiliste du parseur, on peut choisir de ne garder que la (ou les) analyse les plus probables, en choisissant de remplir les cases de la demi-matrice avec la (ou les) règles qui ont une meilleure probabilité.

=> METTRE ICI un exemple avec une grammaire probabilisée et une demi matrice remplie pour comprendre le fonctionnement de la version probabiliste.

Dans notre implémentation, nous devons choisir si nous gardons seulement une règle par case (la règle avec la plus forte probabilité), ou si nous en gardons plusieurs. En décidant de garder plusieurs règles, on autorise le parseur à produire potentiellement plusieurs analyses possibles pour une même phrase. En envisageant de couvrir plusieurs (voir toutes) les analyses possibles, nous sommes plus efficaces. Mais en contrepartie, la multiplication des règles dans les cases de la demi-matrice augmente de manière exponentielle la complexité de l’algorithme.

Nous verrons dans la suite de ce documents quels choix d’implémentation ont été retenus mais également ceux qui ont été abandonnés et pourquoi.

# Réalisation du projet

Maintenant que nous avons vu ce qu’est l’algorithme CYK et sa version probabiliste, nous allons nous pencher sur notre implémentation de cet algorithme. Comme nous l’avons vu précédemment, CYK nécessite pour son fonctionnement une grammaire en forme quadratique (ou forme normale de Chomsky). Ici, comme nous souhaitons implémenter la version probabiliste, il faut en plus que chaque règle de notre grammaire ait une probabilité, c’est-à-dire qu’il nous faut une PCFG (Probabilistic Context-Free Grammar).

## Obtenir une grammaire pour le CYK

### Le corpus SEQUOIA

Pour obtenir cette grammaire, nous disposons d’un corpus contenant plus de 3 000 phrases en français. Il s’agit du corpus Sequoia composé de diverses sources (Europarl, Le Monde, Wikipédia et EMA), c’est donc un corpus aux thèmes assez variés.

Un corpus à thèmes variés est meilleur qu’un corpus sur un seul thème ou domaine. Par exemple si l’on extrait une grammaire uniquement à partir d’un corpus médical, il y aura beaucoup de productions de la langue française qui nous échapperont totalement. En effet dans ce genre de corpus scientifique, il n’y a pas de dialogues, il n’y a pas ou peu de phrases à la première ou à la seconde personne et le vocabulaire est assez particulier et restreint. Des corpus très varié permettent lors de l’apprentissage de couvrir un maximum de phénomènes de la langue dans toute sa variété.

Le corpus Séquoia nous fournit un grand ensemble de phrases au format MRG. Ce format parenthésé est très pratique pour être parsé.

Voici un exemple de phrase que l’on peut trouver dans le corpus :

((SENT (NP-SUJ (DET La) (NC tâche)) (VN (ADV ne) (V sera)) (ADV pas) (AP-ATS (ADJ aisée)) (PONCT .)))

Pour extraire une grammaire à partir de ce corpus, on doit d’abord définir quels seront nos terminaux et nos non-terminaux. Nous avons décidé que notre programme ne parsera pas des phrases de lexique mais uniquement des suites d’étiquettes syntaxiques.

Donc nos non-terminaux seront SENT, NP, VN, AP, ADV, DET, NC, V, ADJ… C’est-à-dire, toutes les étiquettes en majuscules que l’on trouve derrière une parenthèse.

Nos terminaux seront, non pas les mots de la phrase (en minuscules), mais nous transformerons ce lexique par la dernière étiquette juste avant lui. Par exemple pour « (V sera) » nous n’aurons pas de règle « V -> sera » mais plutôt une règle « V -> v ». Nos terminaux sont donc des catégories morphosyntaxiques notées en minuscules.

Sachant cela, nous pouvons dès à présent ignorer totalement les mots de lexique dans le corpus. Nous avons également décidé d’ignorer les fonctions grammaticales car elles ne sont pas primordiales pour un parseur syntaxique mais surtout parce qu’elles viendraient augmenter la taille de la grammaire et donc augmenter la complexité en temps de l’algorithme (rappelez-vous, nous avons vu dans la présentation du CYK que la complexité en temps de ce dernier est proportionnelle à la taille de sa grammaire).

### Programme d’extraction

Notre programme d’extraction de grammaire prend en entré le fichier MRG.

L’objectif étant d’obtenir en sortie une grammaire hors contexte probabilisé en forme normale de Chomsky.

La première étape du programme d’extraction consiste transformer chaque phrase en tokens et les stocker dans une liste de listes. A partir de cette liste de listes, on peut ensuite récupérer les éléments terminaux, les éléments non-terminaux ainsi que les productions.

### Probabiliser la grammaire

Comment s’y prendre pour probabiliser nos règles de réécriture ? C’est une question sur laquelle nous avons passé du temps. Nous avions deux stratégies et nous avons dû faire un choix. Tout d’abord, nous avions pensé à probabilisé chaque règle au fur et à mesure qu’elles soient extraites. Cela nous semblait plus simple au départ. Notre idée était la suivante, chaque fois qu’on rencontre une règle :

* Si la partie gauche n’a jamais été trouvé avant, la règle vaut 1.
* Si la partie gauche a déjà été trouvé avant mais que la partie droite est nouvelle, on divise 1 par le nombre de règles vu auparavant (+1 car on vient d’en trouver une autre) et on obtient la probabilité de chaque règle partageant cette même partie gauche. Il faut alors mettre à jour toutes ces règles-là.
* Si la partie gauche a déjà été trouvée et que la partie droite aussi (c’est-à-dire qu’on a déjà rencontré cette même règle) alors on divise 1 par le nombre de règles (comme précédemment) sauf qu’ensuite on additionne les probabilités des deux règles identiques et on en supprime une. Ainsi la règle qui a été vu deux fois (ou plus) a une probabilité plus forte que les autres qui n’ont été vues qu’une seule fois.

Finalement, nous avons décidé de probabiliser chaque règles après qu’elles soient toutes extraites. En effet, cela nous évite de faire sans cesse des mises à jour des règles vues auparavant. Donc la méthode est la suivante. Pendant l’extraction des règles, on dispose de compteurs. Certains nous permettent de compter +1 chaque fois qu’on rencontre une règle parfaitement identique à une ou plusieurs règles déjà extraites. D’autres nous permettent de compter lorsque nous rencontrons une partie gauche de règle qui a déjà été extraite. Après l’extraction, nous reprenons nos compteurs afin d’attribuer les probabilités à nos règles de productions. Pour mieux comprendre ce processus, voici un exemple avec une petite grammaire :

VP -> v

VP -> v NP

VP -> v ADJ

VP -> v

On dispose de 4 règles qui ont la même partie gauche « VP » donc notre compteur de VP est à 4. Nous disposons également de 2 règles VP identiques, donc notre compteur de règles « VP -> v » est à 2.

Nous attribuons une probabilité à chacune des règles en divisant 1 par le nombre total de règles, nous obtenons donc une probabilité de 1/4 pour chaque règle.

VP -> v = 1/4

VP -> v NP = 1/4

VP -> v ADJ = 1/4

VP -> v = 1/4

Puis on additionne les probabilités de toutes les règles en double et supprime l’une des deux règles identiques pour ne plus avoir de doublons :

VP -> v = 1/4 + 1/4 = 1/2

VP -> v NP = 1/4

VP -> v ADJ = 1/4

Dans un souci de précision, nous avons choisi d’utiliser le module « fractions » pour Python pour les probabilités, et non pas des float.

### Mettre la grammaire en forme normale de Chomsky

Pour la mise en forme quadratique, nous nous sommes inspirés du papier de Leiss et Lange (voir Annexes).

Nous nous assurons d’abord qu’il n’y a aucune production epsilon (ou production vide) dans la grammaire précédemment extraite et probabilisée.

## Notre implémentation du CYK

c) On a enfin une PCFG, on peut faire fonctionner l'algorithme CYK probabiliste. Expliquer son fonctionnement. Expliquer nos choix d'implémentation (par exemple la forme de notre demi matrice, combien de règles par cases et pourquoi, qu’obtient-on en sortie ?, si on a essayé plusieurs versions il faut toutes les mettre et expliquer pourquoi on les a finalement abandonnées.

## Remettre la grammaire en forme n-aire

Pour comparer nos arbres de sortie et les arbres gold, il faut remettre nos arbres en n-aire. Car les arbres gold ne sont pas binaires.

# L'évaluation

## Généralités

* **Rappel**: Le rappel définie le nombre d’éléments corrects parmi le nombre d’éléments total. Ce calcul permet de mesurer à quel point le programme est capable de donner toutes les solutions pertinentes.

![C:\Users\melanie.viegas\Desktop\Rappel.PNG](data:image/png;base64,iVBORw0KGgoAAAANSUhEUgAAAQMAAABGCAYAAADIM/GgAAAACXBIWXMAAA7DAAAOwwHHb6hkAAAEqElEQVR42u2cMVLkMBBFfUHuwSE4AifgAuTkxKSkhIRk5ASz+6ntrd6m1ZJmbcbMvFflqhlbstpq66vVM6XlAADwm4UuAADEAAAQAwBADAAAMQAAxAAAEAMAQAwAADEAAMQAABADAEAMAAAxAADEAAAQAwBADAAAMQAAxAAAmry+vh5ubm4Qgy069uHh4fPz7e3tUPllWbc7dT/dF2AECcH7+ztisDZPT0+Hx8fHz89XV1eIwR7D2h31zzn4CjFIkAjIuf7IooO3t7fD9fX1p1jc399/EQPV0TmVUdnWS6S6uocOX07XFJ1YG8/Pz2k9+26Hyvuy+qxydn3ExqpOfH5fRuda98xs9t8re2Jb8ejVt7bMl/Z8sV9H7hHrtWwZ9XHLb7F/jvHjjI+Xnzoj2Ky9FXKClF5hV2uZoPN3d3d/y3sH6byiC4sy5IhKDEyE/JpP1+y7RMEPGl2ztrOoJpZ9eXn5Uq6ysVUn1jfbs3Oy2fddtDl+r+zJ2oqzce95dE6Dwfer+tz3Ve8elT9akUHl457fYn/N+nHGx1/E4B+l+KMmWw+8PYqBXmIJgRwcX8LsBYjLhGr2mrnHyDWbOfWSZe3phYizTs/GVp1eaDxjc/a9ZU+vrZn6x/pt5tlG+6TyWyZ2s36c8fHSG2gyxsLgSxEDC6v8kbV37MuxhRjIR2Zjlr/QDKCXLkYelY1Zna3FYGRA/W/9LQb1sfUqv2X3nPXjjI+XkYGmkGjt5NjeIwML19ROa3ZUB5pIxmWCX0L0nsXfI4bVM2Jg4WCWv7AwcdbGWKf1/P6e9iuMrsUwtxq8lT1ZWxb6j9QfFYPRe2T+8LaM+rjyW2sgz/hxxsfDYuDXMgpt1IDNmnJUTIpIcWyGtZB79LpvM1sb98SglWQaFTSfJ7DcQSuBZkmh6EifSOstEyxJlCWsRsXAJ4OieFv7MVlW2diqM5JAtHOZ3ysxqOzJ2rJEr72bvecZEYPRe8R60ZZRH/f8li2DZvw44+OuGGjQ+lDGVNonHvSAMTGh7/Yg+hxniOq62tI5e5H02c8K3xEZ8JMUXJqPl96sWs0MURXjT2LHXo9JyyxzixgAPv4GMbCBppk5SyDFZUIWfvjBmolB73omSmstEz4+PnhDAWbEwARB53x0kIX11WDvzezxelyWnCKBCIAYJANN63WfE9BgNTGw6CGKgf+nVbbmr67bv+6qn0sQA4ATiIH9a8sGr6IEy+xKCOJPHZYT8L8WxDaq6z5aGFmGrLGm4+C4+GOrhAlhPsAPjwwQAwDEADEAQAzgXGBTlhMOph/+3IjBmcGmLOvat1VZxAA2hU1Z+puyZH9Ca23IkpXtbUaCGMBuYFOW/qYs2T4B1YYsrQGe2YsYwG5gU5b5TVnWshcxgF0JAZuyzG/Kspa9iAHsCjZlyetE2+OmKNWGLL7sMZuRIAbw7bApy9imLNmmKK0NWWLZmc1IEAO4CNiH4Qx9ShcAYgCIAQAgBgCAGAAAYgAAiAEAIAYAgBgAAGIAAIgBACAGAIAYAABiAACIAQAgBgCAGAAAYgAAiAEAIAYAgBgAAGIAAIgBACAGAIAYAABiAACn5BeCfqZcxm71kwAAAABJRU5ErkJggg==)

* **Précision :** La précision définie le nombre d’éléments corrects parmi le nombre d’éléments prédits. Ce calcul permet de mesurer à quel point le programme est capable d’éclipser toutes les solutions non-pertinentes.

![C:\Users\melanie.viegas\Desktop\précision.png](data:image/png;base64,iVBORw0KGgoAAAANSUhEUgAAAQMAAABGCAYAAADIM/GgAAAACXBIWXMAAA7DAAAOwwHHb6hkAAAFO0lEQVR42u2cMVLsMAyG914UnIB7cAiOwAm4AD09NS0tJSUdN9j3tDN6I4RkS/HC24Xvm9mBzdqOEsV/ZMXxbg8A8JcdpwAAEAMAQAwAADEAAMQAABADAEAMAAAxAADEAAAQAwBADAAAMQAAxAAAEAMAQAwAADEAAMQAABADAEh5fX3d39zcIAZfcWIfHh4O/9/e3pbK73bHPZ3SnrQLUEGE4P39HTE4Nk9PT/vHx8fD/1dXV4jBKYa1J3R+foKvEIMAEQFxrv1E0cHb29v++vr6IBb39/efxEDqyDYpI2Wzi0jqShvyseXkN4lOdB/Pz89hPf2uHylvy8r/Uk5/r9g4quOP35aRbVmbkc32+8gevy//mdXXfakv9fj8ea204etltlR9nPnNn58tfuz4GDFIECeI0kvYlQ0TZPvd3d2/8tZBsl2iC40yxBEjMVARsmM++U2/iyjYTiO/6b6jqMaXfXl5+VRuZGNWx9dX26NtYrM9d95m/31kT7QvfzeeHY9sk85gz6ucc3uuZm2M/JFFBiMfz/zmz1fXjx0fIwYJchGLEIiD/UUYXQB+mDC6e3XaqPymd065yKL9yQXh7zozG7M6s9C4Y3P0PbNntq9O/a1+6xxb9ZyM/BaJXdePHR8vi8FqBvNUhcCfQM0fbL3wKx1qRQzkjqI2RvkLuQOIn3zkMbIxqvPVYlDpUKv1v6JTb6038lvUZtePHR/vIgWRH7Ix7tYMZjQ2Wyn31Wi4Jo7K7JFj16jBDxPsEGImBrYNH1Z3xEDDwSh/oWFi10ZfJzt+26Y+hZHffJg76rwje6J9aehfqV8Vg2obkT+sLVUfj/yWdeSOHzs+3kU71vDht2LzBJo7yBJomhTyjrSJtNkwQZNEUcKqKgY2GSSdMQoVvdCObMzqVBKIuk2HWlUxGNkT7UsTvSrcs+OpiEG1DV/P21L18cxv0TCo48eOj0Mx0AOLMrGqYt7pviP58Hp08c7Gwt3sbuSMyvidR1Lwm32cRgY+XPXjRimj5W0SQrZHYUmkclFmNEqaaNgpQuTt0u8+K8yFAvh4QQzsM/UsXM3utlkEsCUz6kXDh5qVsA0AjhAZVDO5UeKwKgbVzKjt4LK/LWJwysMEgLMXA5s19tsrwwTFZ0ajDLNGHbK/LDtNZADwn8TAT5bQDpttr2ZGowRiJTu9IgbZFNdz/FxcXOwvLy8Pf/n/+/8/6+sHPQSAD5EBACAG8AM5dg6FR6Afz+1Pm4KPGJwRdlak5GGidyUQg+9hdRERxACW70b6JGX0vgRiAIjBD+YwbzzI/kZPeLLFVrLp477D63v6WxZasdPVtyy2ktlYWWhlZvtsARFre9e+FbsRA2hjhwb+Easi27M34LLp475D6dt10o6fDJZN/Y6mq1s6i61ENlYWWhnZPrPFl+3at2I3YgBt7NuTo7tjNkzors/g2+u+y3+MxVbUxi0LrWxdQGSLfSt2IwbQIlpsJXrFfCYGs6SX7Ridqd9Rh9q62EpmY2ehFW97dwGRrn0rdiMG0EY7v1y42ZhfLrhsmJBNHx+F2lsXWtEOqHfEzmIrIxtHC62MbB/ZMkqMVu1bsRsxgDY6zh2tyThbbCWaJh51qNWFVmzyTD4SLlcXW8mmss8WWqksIJLZkr2RW7VvxW7EAE7zYjjjx4c8+kQMgA6FGCAGAIAYAABiAACIAQAgBgCAGAAAYgAAiAEAIAYAgBgAAGIAAIgBACAGAIAYAABiAACIAQAgBgCAGAAAYgAAiAEAIAYAgBgAAGIAAIgBAJw5fwBlSPCljpcN1AAAAABJRU5ErkJggg==)

* **F-score :** Le f-score, aussi appelé f-mesure, est la moyenne harmonique de la précision et du rappel.
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## Notre programme d’évaluation

Le script prend en input des arbres prédits par le CYK et des arbres gold.

La première étape consiste à la suppression des feuilles des deux ensembles d’arbres. On obtient ainsi des nouveaux arbres, nous conservons ensuite les feuilles de ces nouveaux arbres dans des listes et nous comparons les listes de feuilles des arbres gold et des arbres prédits afin de s’assurer que nous sommes bien en train de tester deux arbres de la même phrase.

On comptabilise le nombre d’éléments communs aux deux phrases et les éléments spécifiques à la gold et à la prédiction dans des variables utilisées ensuite pour calculer la précision, le rappel et le f-score de chaque phrase (appelé précision, rappel et f-score moyen).

Pour finir, la précision, rappel et f-score global est calculé, il s’agit là de la comparaison des éléments de l’ensemble des phrases.

Tous les résultats sont affichés dans le terminal.

## Les résultats obtenus

- Nos résultats commentés

- une partie aussi sur le temps d’exécution

# IV. Manuel d'utilisation

## Prérequis

Tous les scripts ont été écrits en Python 3, de ce fait, nous ne garantissons pas qu’ils fonctionnent en Python 2.

## Les commandes du CYK

### Commandes principales

Le script ckys.py se lance avec deux arguments.

Le premier est un pickle contenant une PCFG sous forme normale de Chomsky produite par le script extracteur.py.

Le deuxième argument est un corpus, un fichier mrg contenant les phrases que le script devra analyser.

ckys.py grammaire\_train.pickle test.mrg

Par défaut, le script est lancé de façon non-interactive : il traite toutes les phrases du corpus en commençant par la première et imprime l'analyse sur stdin et des messages d'informations ou d'erreur sur stderr.

### Les options

* L'option –i

L'option -i permet de lancer le script en mode interactif. Le mode interactif affiche chaque phrase une par une avec leur longueur et leur numéro, at attend des commandes de l'utilisateur. Les commandes acceptées par le script sont les suivantes:

* + - exit
    - quit
    - Ctrl+D : quitte le script.
    - y : lance l'analyse de la phrase courante et l’affiche.
    - goto NOMBRE : va à la phrase numéro NOMBRE si NOMBRE est plus grand que le numéro de la phrase actuelle.

* L'option -p

L'option -p donne la position de départ dans le corpus du script. Par défaut le script commence au début du fichier. Spécifier un numéro avec l'option -p permet de le faire commencer à la phrase correspondant à ce numéro.

## Le script extrateur.py

### Commandes principales

Extracteur.py est un script qui permet d’extraire une grammaire probabilisée sous forme normale de Chomsky, à partir d’un fichier au format mrg (mrg strict ou id mrg).

Le script extracteur.py se lance avec deux arguments :

* Le nom du fichier mrg à partir duquel construire la grammaire.
* Le nom du fichier où sauvegarder cette grammaire.

La grammaire ainsi crée est un fichier pickle (objet python sérialisé) contenant un tuple de trois éléments :

* L’ensemble (set) des terminaux de la grammaire.
* L’ensemble des non-terminaux
* Un dictionnaire contenant les règles de productions et leur probabilité.

## Le script evaluation.py

### Commandes principales

Evaluation.py est le script qui calcule la précision, le rappel et la f-mesure étiquetés ou non pour les constituants d’un ensemble d’analyses lues depuis un fichier, depuis un stdin, ce qui permet de l’utiliser avec un pipe unix.

Les analyses gold doivent être obligatoirement lue depuis un fichier spécifié avec l’option –g ou –gold.

Pour l’utiliser avec un fichier, il faut le lui passer en argument :

Evaluation.py –g fichierGold.mrg candidats.mrg

Ou

Evaluation.py candidats.mrg –g fichierGold.mrg

Ou

Cat candidats.mrg | evaluation.py –g fichierGold.mrg

Ou même

Ckys.py grammaire.pickle fichierGold.mrg | evaluation.py –g fichierGold.mrg

### Options

* L’option –l

Si l’option –l ou –labeled est activée, les constituants seront considérés comme correct uniquement s’ils ont e même span ET la même étiquette. Sinon, seul le span sera considéré.

* L’option –v

L’option –v ou –verbose affiche la précision, rappel et f-mesure pour chaque analyse, ainsi que les span manquant du gold ou les span suplémentaire.

|  |
| --- |
|  |

## Quelques exemples de commandes

Cette section présente de façon rapide l'ensemble des scripts du projet CYK probabiliste.

En lançant les commandes présentées dans l'ordre, on obtient successivement un corpus d'entraînement et de test, une grammaire tirée du corpus d'entraînement un ensemble de parse candidats et enfin leur évaluation vis-à-vis du corpus de test.

Étant donné un fichier mrg fi.mrg :

La commande :

dispatch.py fi.mrg train.mrg test.mrg

crée deux fichiers,

* train.mrg, qui doit servir de corpus d'entraînement (90 % de fi.mrg)
* test.mrg qui doit servir de corpus de test (10% de fi.mrg )

(La répartition entre les deux fichiers est faite au hasard).

La commande

extracteur.py fi.mrg grammaire.pickle

extrait une PCFG (sous forme normale de Chomsky) à partir de fi.mrg et l'enregistre dans le fichier grammaire.pickle.

extracteur.py train.mrg grammaire\_train.pickle

extrait une PCFG à partir de train.mrg et l'enregistre dans le fichier grammaire\_train.pickle.

updategrammar.py grammaire.pickle grammaire\_train.pickle

modifie le fichier grammaire\_train.pickle : elle sert à transférer dans la grammaire d'entraînement l'ensemble des règles lexicales du corpus afin d'éviter d'avoir des erreurs dues à des mots inconnus.

La commande

ckys.py grammaire\_train.pickle test.mrg > sortie\_test.mrg

lance l'analyse des phrases de test.mrg par CYK probabiliste et les rassemble dans sortie\_test.mrg.

ATTENTION : cette étape peut durer extrêmement longtemps (plusieurs heures). Pour voir rapidement le fonctionnement de cky, utiliser le "mode interactif" (cf. ci-dessous).

La commande

evaluation.py --gold test.mrg sortie\_test.mrg

calcule précision, rappel et f-mesure non-étiquetés sur sortie\_test.mrg en prenant pour référence les parses originaux dans test.mrg.

# V. Annexes

- Listing des algorithmes des programmes en pseudo code (dans leur totalité) pour l'extraction, pour le CYK et pour l’évaluation.

## Listing des algorithmes

### ALGO INIT\_CYK

| span = 1

| for (I, letter) in enumerate (len(mot)) :

| | for nt in nonTerminals :

| | | for lexical in productions(nt) :

| | | | chart[spam][i][nt] = (lexical.proba, (span, i))

| | [ Fin for

| | Fin for

| Fin for

Fin ALGO

### ALGO CYK

| Chart = defaultdict(lambda : defaultdict(int))

| for max in range (2, len(mot) +1) :

| | for min in range (max – 2, 0, -1) :

| | | for nt in nonTerminals :

| | | | best = 0

| | | | for binaire in prod-binaire-nonTerminals :

| | | | | for mid in range (min + 1, max -1) :

| | | | | | t1 = chart[min][mid][nt]

| | | | | | t2 = chart[min][max][nt]

| | | | | | candidat = t1 \* t2 \* binaire.proba

| | | | | | if candidat > best :

| | | | | | | best = (candidat, (t1.ind,t2.ind))

| | | | | | Fin if

| | | | | Fin for

| | | | | Chart[min][max][nt] = best

| | | | Fin for

| | | Fin for

| | Fin for

| Fin for

Fin ALGO
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